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Abstract—In the presence of static and moving obstacles, this article investigates an output-feedback finite-time safety-critical coordinated control method of multiple under-actuated marine surface vehicles (MSVs) subject to velocity and input constraints. Specifically, based on robust exact differentiators, a finite-time state observer (FTSO) is first developed to recover the unavailable velocities while estimating the total disturbances containing model uncertainties and environmental disturbances. Next, with the aid of estimated velocities from FTSO, a nominal finite-time control law based on FTSO is presented at the kinetic level. By the forward invariance principle, finite-time control barrier functions (FTCBFs) are used to construct the collision-free velocity sets for the multi-MSV system. To unify the control and safety objectives, quadratic optimization problems are formulated under collision-free velocity sets and velocity constraints. To facilitate real-time implementations, one-layer recurrent neural networks are employed to solve the quadratic optimization problem. Then, a uniformly ultimately bounded control law is designed for achieving the distributed formation of multiple MSVs while guaranteeing the connectivity maintenance and collision avoidance without switching the pattern. Simulation results are provided to demonstrate the effectiveness and superiority of the proposed FTCBF-based method.
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I. INTRODUCTION

O VER the past few decades, formation control of marine surface vehicles (MSVs) has attracted ever-increasing attention from both research and industrial communities due to its widespread promising application, such as marine geodesy and cartography, marine search and rescue, and offshore installation protection, to name a few [1], [2], [3], [4]. The multi-MSV formation is more efficient and reliable than a single vehicle for missions. However, in addition to static and dynamic obstacles, a large group of MSVs also poses a huge challenge to formation safety [5], [6], [7].

In the complex and dynamic marine environment, the safe operation of marine vehicles is of great importance to mission execution owing to no helmsman supervision. In order to guarantee the formation safety of multiple MSVs, there exist some relative works based on predefined performance techniques [8], [9], [10], [11], artificial potential functions [12], [13], [14], [15], model predictive control [16]. Specifically, in [8], a transformed error surface is devised to achieve the predefined formation, connectivity preservation, and collision avoidance without switching the pattern. In [9], a robust leader-follower formation controller is designed for under-actuated MSVs while guaranteeing the connectivity and collision avoidance. In [10], a decentralized performance-guaranteed leader–follower formation controller is designed for full-actuated MSVs without collisions from their leaders. In addition to the desired transient performance and collision avoidance, [11] considers the connectivity maintenance between the follower MSV and its leader. Peng et al. [14] presented an output-feedback flocking control method, which is capable of avoiding collisions among neighboring MSVs. And the similar result can be achieved by the model predictive control strategy in [16]. In [12], a distributed time-varying formation controller is developed for under-actuated MSVs encountering static obstacles. In [13], a nonlinear extended state observer (ESO) is designed to achieve the collision-free cooperative formation of MSVs without measurable velocities. In [15], a finite-time containment maneuvering control method is designed for under-actuated marine vehicles guided by...
multiple parameterized paths. In [17], a p-times differentiable step function is introduced into a synchronization tracking controller for guaranteeing no collisions among surface vehicles. In [18], a distributed robust formation control strategy based on the limit cycle is proposed for a heterogeneous formation of MSVs by using persistent excitation. In [19], an adaptive fuzzy event-triggered control method based on COLREGs is developed for surface vehicles encountering the obstructive ones in head-on, overtaking, and crossing situations. It is found that most collision-free methods in [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], and [19] are designed for only one type of obstacle, i.e., the obstructive vessel, the static, or dynamic obstacle. However, three types of obstacles may exist simultaneously in the unknown marine environment. Second, it is also worthy of attention to minimizing the loss of tracking performance while avoiding obstacles. In addition, upper and lower bounds of the velocity and control inputs of marine vehicles are critically physical variables in safe navigation.

Motivated by the above observations, we propose an output-feedback finite-time safety-critical coordinated control method for uncertain under-actuated MSVs with velocity and input constraints subject to static and moving obstacles. First, to recover the unavailable velocities and total disturbances, a finite-time state observer (FTSO) is developed based on robust exact differentiator (RED). Next, in the guidance loop, a nominal finite-time distributed guidance law is devised by using the recovered velocities. To avoid collision, finite-time control barrier functions (FTCBFs) are used to construct the collision-free constraints by using the position information of MSVs. Then, a distributed quadratic optimization is formulated to unify velocity constraints and multiple collision-free constraints. To solve the real-time quadratic optimization, a one-layer recurrent neural network (RNN) is employed to calculate the optimal safety-critical guidance law. In the kinetic control loop, a nominal finite-time kinetic control law is developed, and an optimal control law is solved under input constraints. Finally, error signals of the closed-loop system are proved to be uniformly ultimately bounded, and the safety of multi-MSV system is also guaranteed. Comparison results show the effectiveness and superiority of the proposed method.

Compared with the existing results in [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], and [34], the foremost features of the proposed method are summarized in the following threefold.

1) In contrast to collision-free strategies in [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], and [19], the proposed FTCBF-based coordinated control method can achieve the safety-critical formation of a group of under-actuated MSVs regardless of the static, moving obstacles, and neighboring MSVs. In addition, the optimal velocity signals solved by the neurodynamic optimization are capable of degrading the tracking performance less when the collision avoidance behavior occurs.

2) In contrast to the centralized/decentralized architecture in [8], [9], [10], [11], [17], [18], [19], [27], and [28], the proposed distributed coordinated control scheme is able to reduce the communication burden and has fault tolerance and scalability. Unlike the coordinated controllers in [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], and [24], the proposed finite-time controller can achieve collision-free formation within finite time without violating the velocity and input constraints.

3) In contrast to the state-feedback control methods in [8], [9], [10], [11], [12], [18], [22], [25], [26], [29], and [30] with exact velocities measured by additional sensors, the FTSO-based control method can decline the hardware cost of formation system, especially with more individuals. Different from linear/nonlinear ESOs in [13], [14], [20], and [22] and neural network-based adaptive approximation in [19], [21], [31], and [32], the proposed RED-based FTSO has the faster convergence speed and fewer tuning coefficients.

The arrangement of this article is given as follows. Section II states the preliminaries and problem formulation. Section III designs the finite-time safety-critical formation controller. Section IV analyzes the stability and safety of the closed-loop system. Section V gives the simulation results. Section VI concludes this article.

The following notations are used throughout this article. $\mathbb{R}^+$, $\mathbb{R}^n$, and $\mathbb{R}^{n \times m}$ present a positive real set, an n-dimensional matrix set and an n $\times$ m-dimensional matrix set, respectively. diag(...) is a block-diagonal matrix. $(\cdot)^T$ represents a matrix transpose. $\lVert \cdot \rVert$ and $\lVert \cdot \rVert_2$ stand for the absolute value and the Euclidean norm, respectively. For a state variable $x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n$ and a real number $a \in [0, 1]$, $[x]^a$ presents a power function expressed as $[x]^a = [[x_1]^a, \ldots, [x_n]^a]^T$, where $\text{sign} (\cdot)$ is a sigmoid function.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Graph Theory

Consider a network with $M$ MSVs, $N-M$ virtual leaders, and one super leader. A graph $G = (V, E)$ is used to describe the communication topology of the multi-MSV network. $V$ is a node-set with $V = \{V^S, V^E, V^F\}$ being the sets of the super leader, virtual leaders, and MSVs. $E$ represents an edge set $E = \{(i, j) \in V \times V\}$, where $(i, j)$ means that the node $i$ can receive the information of node $j$. The neighborhood set $N_i$ of node $i$ is defined as $N_i = \{N_3^S, N_3^I, N_3^F\}$, where $N_3^S = \{j \in V^S|(i, j) \in E\}$, $N_3^I = \{j \in V^I|(i, j) \in E\}$ and $N_3^F = \{j \in V^F|(i, j) \in E\}$. The sequences $(i, k), (k, m), \ldots, (n, j)$ are called a successive edge which indicates a directed path from node $i$ to node $j$. An adjacent matrix $A = [a_{ij}] \in \mathbb{R}^{N \times N}$ describes the links among nodes with $a_{ij} = 1$ for $(i, j) \in E$ or $a_{ij} = 0$ for $(i, j) \notin E$. The graph with $a_{ij} = a_{ji}$ is called an undirected graph. Define an in-degree matrix $D = \text{diag}([d_i]) \in \mathbb{R}^{N \times N}$ with $d_i = \sum_{j=1}^{N} a_{ij}$. A Laplacian matrix $L \in \mathbb{R}^{N \times N}$ satisfies $L = D - A$.

B. Finite-Time Control Barrier Function

Consider a nonlinear affine control system as follows:

$$\dot{x} = f(x) + g(x)u$$

(1)
where $x \in \mathcal{D} \subset \mathbb{R}^n$ and $u \in \mathbb{R}^m$ are the state and the control input, respectively. $f(x) \in \mathbb{R}^n$ and $g(x) \in \mathbb{R}^{m \times n}$ are locally Lipschitz continuous functions.

**Definition 1** [35]: With a continuously differentiable function $h(x) : \mathcal{D} \to \mathbb{R}$, a super level set $\mathcal{C} \subset \mathcal{D}$ for the system (1) is defined as follows:

\[
\mathcal{C} = \{ x \in \mathcal{D} : h(x) \geq 0 \}
\]

\[
\partial \mathcal{C} = \{ x \in \mathcal{D} : h(x) = 0 \}
\]

\[
\mathcal{I}(\mathcal{C}) = \{ x \in \mathcal{D} : h(x) > 0 \}.
\]

The set $\mathcal{C}$ is called a forward invariant set if $x(t) \in \mathcal{C} \forall t \geq t_0$ for any $x(t_0) \in \mathcal{C}$. The forward invariance of $\mathcal{C}$ also means that the system (1) is safe.

**Definition 2** [36]: Given a system (1) and a safe set $\mathcal{C}$ defined by (2), a continuously differentiable function $h(x) : \mathcal{D} \to \mathbb{R}$ is called an FTCBF defined on the set $\mathcal{C}$ if there exist constants $\beta \in [0, 1)$, $\kappa \in \mathbb{R}^+$ such that, for all $x \in \mathcal{D}$,

\[
\sup_{u \in \mathbb{R}^m} \left[ L_fh(x) + L_pg(x)u + \kappa |h(x)|^\beta \right] \geq 0.
\]

Then, an admisible control input set with an FTCBF $h(x)$ for the system (1) can be described as follows:

\[
\mathcal{U}(x) = \{ u \in \mathbb{R}^m : L_fh(x) + L_pg(x)u + \kappa |h(x)|^\beta \geq 0 \}
\]

where $L_fh(x)$ and $L_pg(x)$ are the Lie derivatives of $h(x)$ along the system (1), which satisfying

\[
L_fh(x) + L_pg(x)u = \frac{\partial h(x)}{\partial x} (f(x) + g(x)u).
\]

**Lemma 1** [36]: Given a safe set $\mathcal{C} \subset \mathbb{R}^n$ defined by (2) with the corresponding FTCBF $h(x)$, $\beta \in [0, 1)$ and $\kappa \in \mathbb{R}^+$, any continuous controller $u : \mathcal{D} \to \mathbb{R}^m$ such that $u \in \mathcal{U}(x)$ for the system (1) renders that the set $\mathcal{C}$ is forward invariant. Supposed the initial state $x(t_0) \in \mathcal{D} \setminus \mathcal{C}$, any continuous controller $u \in \mathcal{U}(x)$ for the system (1) will drive the state $x(t)$ to the set $\mathcal{C}$ in a finite time $T = |h(t_0)|^{1-\beta}/\kappa(1-\beta)$.

### C. Problem Formulation

Consider a path-guided coordinated control system containing of $M$ MSVs and $N - M$ virtual leaders shown in Fig. 1. In the earth-fixed reference frame $X_E - Y_E$, and the vehicle-fixed reference frame $X_R - Y_R$, the model dynamics of the ith under-actuated MSV are presented as follows [37]:

\[
\begin{align*}
\dot{q}_i &= R(\psi_i)v_i, \\
M_i \dot{v}_i + C_i(v_i + D_i)v_i + g_i &= \tau_i + \tau_{io},
\end{align*}
\]

where $q_i = [p_i^T, \psi_i^T] \in \mathbb{R}^3$ is the position and yaw angle vector with $p_i = [x_i, y_i]^T$; $v_i = [u_i, v_i, r_i]^T \in \mathbb{R}^3$ represents a surge, sway, and yaw velocity vector satisfying $u_{min} \leq u_i \leq u_{max}$, $v_{min} \leq v_i \leq v_{max}$, and $r_{min} \leq r_i \leq r_{max}$ with $u_{min}$, $v_{min}$, $r_{min}$, $u_{max}$, $v_{max}$, $r_{max}$ being some constants; $M_i$ = diag[$m_i^l, m_i^m, m_i^u$] is an inertial mass matrix; $C_i = [-C_i^T] \in \mathbb{R}^{3 \times 3}$ represents a Coriolis/centripetal matrix; $D_i \in \mathbb{R}^{3 \times 3}$ represents damping matrix; $g_i \in \mathbb{R}^3$ is the unmodeled hydrodynamics; For an under-actuated MSV, $\tau_i = [\tau_i^u, 0, \tau_i^f]^T \in \mathbb{R}^3$ is a naturally bounded control input satisfying $0 \leq \tau_i^u \leq \tau_{max}^u$ and $-\tau_{max}^f \leq \tau_i^f \leq \tau_{max}^f$ with $\tau_{max}^u$ and $\tau_{max}^f$ being positive constants; $\tau_{io} \in \mathbb{R}^3$ is the environmental disturbance from wind, wave, and current; $R(\psi_i)$ is a rotation matrix satisfying $R(\psi_i) = \text{diag}(R^+(\psi_i), 1)$ and $R(\psi_i) = r_iSR(\psi_i)$ with

\[
R^+(\psi_i) = \begin{bmatrix} \cos(\psi_i) & -\sin(\psi_i) \\ \sin(\psi_i) & \cos(\psi_i) \end{bmatrix}
\]

\[
S = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]

Since three freedom degrees of under-actuated MSVs cannot be controlled alone, it is extremely challenging to achieve the distributed collision-free formation. Then, the vehicle model (5) is transformed into an earth-fixed model as follows:

\[
\begin{align}
\dot{q}_i &= \dot{q}_i, \\
\dot{v}_i &= \xi_{ib} + \tau_{ib}, \\
\dot{\psi}_i &= r_i, \\
\dot{r}_i &= \xi_{ib} + \tau_{ib},
\end{align}
\]

where $q_i = R(\psi_i)[u_i, v_i]^T = [q_i^l, q_i^r]^T \in \mathbb{R}^2$ is the earth-fixed velocity; $\tau_{ib} \in \mathbb{R}^2$ and $\tau_{ib} \in \mathbb{R}^2$ are the earth-fixed nominal control inputs satisfying $\tau_{ib} = [\tau_{ib}^l, \tau_{ib}^r]^T = R(\psi_i)M_i^{-1} \tau_i$; $\xi_{ib}$ represents the earth-fixed total disturbances with $\xi_{ib} = [(\xi_{ib}^l)^T, (\xi_{ib}^r)^T] = r_iSR(\psi_i)v_i + R(\psi_i)M_i^{-1}(-C_i)v_i - D_i(v_i - g_i)$, where $\tau_{ib} = [\tau_{ib}^l, \tau_{ib}^r]^T$. In addition, one has

\[
\begin{align}
\|q_i\| &\leq \sqrt{u_{max}^2 + v_{max}^2}, \\
\|\tau_{ib}\| &\leq \tau_{max}^u/m_i^u, \\
\|\tau_{ib}\| &\leq \tau_{max}^f/m_i^f.
\end{align}
\]

In the path-guided coordinated control problem, multiple MSVs are driven to track the convex hulls spanned by MSVs and virtual leaders, which move along the predefined parameterized paths $p_k(\theta_k) = [x_k(\theta_k), y_k(\theta_k)]^T \in \mathbb{R}^2$, $k = M + 1, \ldots, N$ with $\theta_k \in \mathbb{R}$ being a path variable. It is assumed that $p_k(\theta_k)$ and its partial derivative $p_k'(\theta_k) = \partial p_k(\theta_k)/\partial \theta_k$ are bounded. For the kth virtual leader, the parameter $\theta_k$ is updated by

\[
\dot{\theta}_k = v_k - \chi_k
\]
where $v_a \in \mathbb{R}$ is a predefined update speed, $\chi_k$ denotes a coordinate system to be designed later. For the super leader, labeled as $0$, with the dynamics $\dot{\theta}_0 = v_a$, it moves with a constant velocity $v_a$.

To achieve the distributed coordinated formation, the virtual leaders and MSVs need to deliver self-information to their neighbors via the network/sensor. To describe the communication relationships, a graph $G$ is used, and the corresponding Laplacian matrix $L \in \mathbb{R}^{N \times N}$ is defined as

$$L = \begin{bmatrix} L_1 & L_2 \\ L_2^T & L_0 \end{bmatrix} \tag{9}$$

where $L_0 \in \mathbb{R}^{(N-M) \times (N-M)}$, $L_1 \in \mathbb{R}^{M \times M}$, and $L_2 \in \mathbb{R}^{M \times (N-M)}$ reflect the information exchanges among virtual leaders, among MSVs, and between virtual leaders and MSVs, respectively.

The objective of this article is to devise an output-feedback finite-time safety-critical coordinated control method for path-guided multiple under-actuated MSVs with velocity/input constraints subject to static and moving obstacles. Then, the following objectives need to be satisfied.

1) **Geometric Objective**: Drive each MSV to track the corresponding convex hull spanned by virtual leaders within finite time, such that

$$\left\| p_i(t) - \sum_{k \in N_i} \alpha_k p_{ik}(\theta_k) \right\| \leq \delta_i \tag{10}$$

where $i = 1, \ldots, M$ and $\delta_i \in \mathbb{R}^+$. $\alpha_k$ is a positive constant with $\sum_{k=K+1}^N \alpha_k = 1$.

2) **Dynamic Objective**: Drive each virtual leader to complete the following tasks.

1) **Velocity Task**: The dynamics $\dot{\theta}_k$ converges to the predefined update velocity in finite time, such that

$$|\dot{\theta}_k - v_a| \leq \delta_{k1} \tag{11}$$

where $k = M + 1, \ldots, N$ and $\delta_{k1} \in \mathbb{R}^+$. $\dot{\theta}_k$ is the parameter of the super leader with the predefined deviation $\Theta_k$, such that

$$|\theta_k - \theta_0 - \Theta_k| \leq \delta_{k2} \tag{12}$$

where $k = M + 1, \ldots, N$ and $\delta_{k2} \in \mathbb{R}^+$. $\dot{\theta}_k$ is the parameter of the super leader with the predefined deviation $\Theta_k$, such that

2) **Phase Task**: The path parameter $\theta_k$ converges to the parameter of the super leader with the predefined deviation $\Theta_k$, such that

$$|\theta_k - \theta_0 - \Theta_k| \leq \delta_{k2} \tag{12}$$

where $k = M + 1, \ldots, N$ and $\delta_{k2} \in \mathbb{R}^+$. $\dot{\theta}_k$ is the parameter of the super leader with the predefined deviation $\Theta_k$, such that

3) **Safety Objective**: Ensure each MSV in the safe region.

1) **Inter-MSV Collision Avoidance**: The distance among each MSV and its neighboring MSVs meets

$$\left\| p_i - p_j \right\| \geq D_s \in \mathbb{R}^+ \tag{13}$$

where $i = 1, \ldots, M, j \in N_i \setminus \{i\}$. $D_s$ presents the extreme collision-free radius.

2) **Obstacle Collision Avoidance**: The distance between each MSV and the static/moving obstacles meets

$$\lim_{t \to T} \left\| p_i - p_o \right\| \geq D_o + \rho_o \tag{14}$$

where $i = 1, \ldots, M$ and $o = 1, \ldots, N_o$. $D_o \in \mathbb{R}^+$ and $\rho_o \in \mathbb{R}^+$ denote the minimum safe distance and the radius of the $o$th obstacle.

The following assumptions are needed in this article.

**Assumption 1**: The graph $G$ is undirected and has a spanning tree with a super leader as a root node.

**Assumption 2** [38]: The time derivative of $\xi_{ib}$ is bounded and satisfies $\left\|\dot{\xi}_{ib}\right\| \leq \bar{\xi}_{ib} \in \mathbb{R}^+$.

**Remark 1**: This article studies a distributed coordinated control of multiple MSVs under an undirected communication topology. To achieve the distributed formation guided by a super leader, it is natural to have a spanning tree with the super leader as a root node. Thus, Assumption 1 is reasonable, and similar assumptions can be found in [31] and [39]. For a practical marine vehicle, the velocity-involved terms $\xi_{ib}$ and $\dot{\xi}_{ib}$ are naturally bounded due to the limited energy and constrained actuators. Besides, the environmental disturbances from wind, wave, and current are also bounded. Thereby, Assumption 2 is reasonable for MSVs. Similar assumption can be found in [13], [38], and [40].

### III. Controller Design

This section proposes an FTCBF-based output-feedback finite-time safety-critical coordinated control method for path-guided under-actuated MSVs with velocity and input constraints subject to static/moving obstacles. The block diagram of the proposed method is shown in Fig. 2.

**A. Finite-Time State Observer**

The velocity is a vital maritime signal for marine vehicles moving on the sea. When the velocities are unavailable, it becomes very challenging for the motion control of MSVs, especially for the collision-free formation. According to [39] and [41], ESO is an efficient tool to estimate the unknown state and disturbances, simultaneously. To improve the convergence speed and estimation accuracy, an RED-based FTSO is developed to estimate $\eta_i$, $r_i$, and $\xi_{ib}$ as follows:

$$ \begin{bmatrix} \dot{\eta}_i \\ \dot{\eta}_{ib} \end{bmatrix} = -\mu_{i1} L_1^T \begin{bmatrix} \eta_i - \eta_{ib} \\ \xi_{ib} + \tau_i \end{bmatrix} + \hat{\theta}_i \tag{15} $$

where $\eta_i = [\hat{p}_i^T, \hat{v}_i]^T$, $\hat{\theta}_i = [\hat{v}_i^T, r_i]^T$, and $\xi_{ib} = [\xi_{ib}^T, \xi_{ib}^r]^T$ present the estimated values of $\eta_i$, $\hat{\theta}_i$, and $\xi_{ib}$ with $\hat{\theta}_i = [\hat{v}_i^T, r_i]^T$, respectively. $\mu_{i1}, \mu_{i2}, \mu_{i3} \in \mathbb{R}^+$ are the observer coefficients. $L_i \in \mathbb{R}^+$ denotes a scaling factor.
Apply the variable changes $\hat{\xi}_i = L_i E_{i1}$, $\hat{\theta}_i = L_i E_{i2}$, and $\hat{\xi}_{ib} = L_i E_{i3}$ with $\hat{\xi}_i = \hat{\xi}_i - \eta_i$, $\hat{\theta}_i = \hat{\theta}_i - \vartheta_i$, and $\hat{\xi}_{ib} = \hat{\xi}_{ib} - \xi_{ib}$. Using (7) and (15), the dynamics of $E_{i1}$, $E_{i2}$, and $E_{i3}$ are deduced as follows:

$$
\begin{align*}
\dot{E}_{i1} &= -\mu_{i1}[E_{i1}]^{\frac{3}{2}} + E_{i2}, \\
\dot{E}_{i2} &= -\mu_{i2}[E_{i1}]^{\frac{1}{2}} + E_{i3}, \\
\dot{E}_{i3} &= -\mu_{i3}[E_{i1}]^0 - \xi_{ib}/L_i. 
\end{align*}
$$

According to the stability conclusion in [42] and [43], the error dynamics of RED-based FTSO in (16) is finite-time stable if Assumption 2 is satisfied. The estimated errors $\hat{\xi}_i$, $\hat{\theta}_i$, and $\hat{\xi}_{ib}$ can converge to small neighborhoods of the origin within finite time and satisfy $\|\hat{\xi}_i\| \leq \bar{\xi}_i \in \mathbb{R}^+$ and $\|\hat{\theta}_i\| \leq \bar{\theta}_i \in \mathbb{R}^+$.

### B. Distributed Finite-Time Safety-Critical Guidance Law

In this section, a distributed finite-time safety-critical guidance law is developed for multiple under-actuated MSVs based on the FTCBF and neurodynamic optimization technique. Then, a finite-time path update law is designed for multiple virtual leaders.

First, a distributed kinematic tracking error $p_{ie}$ is defined as follows:

$$
p_{ie} = \sum_{j \in N_{i}^e} a_{ij} (p_i - p_j) + \sum_{k \in N_{i}^l} a_{ik} (p_i - p_{kl} (\theta_k)).
$$

By the submodel (6a) and parameter dynamics (8), it yields the derivative of $p_{ie}$ as follows:

$$
\dot{p}_{ie} = d_i q_i - \sum_{j \in N_{i}^e} a_{ij} q_j - \sum_{k \in N_{i}^l} a_{ik} p_{kl} (\theta_k)
$$

where $d_i = \sum_{j=1}^{N} a_{ij} q_j + p_{ie} (\mu_i - \chi_i)$.

To stabilize the error dynamics (18), a nominal finite-time guidance law is proposed as follows:

$$
q_{io} = \frac{1}{d_i} \left( -\mu_{io} [p_{ie}]^\frac{3}{2} + \sum_{j \in N_{i}^e} a_{ij} q_j + \sum_{k \in N_{i}^l} a_{ik} p_{kl}^\beta (\mu_k - \chi_k) \right)
$$

where $\mu_{io} \in \mathbb{R}^+$ is a control gain.

To coordinate the virtual leaders, the variable $\chi_k$ for the $k$th virtual leader is presented as follows:

$$
\chi_k = -\mu_{ik} [e_k]^\frac{3}{2}
$$

where $\mu_{ik} \in \mathbb{R}^+$ is a tuning gain. $e_k = \sum_{i \in N_{i}^k} a_{ik} p_{ie} - \Theta_{ik}$ with $\Theta_{ik} = \sum_{i \in N_{i}^k} a_{ik} \Theta_{ik}(k-i-\Theta_{ik})$, where $\Theta_{ik} = \Theta_{ik}(i-\Theta_{ik})$, $k = M + 1, \ldots, N$, $k \neq l$.

Define a global path coordination error as $\hat{\theta}_{ke} = \theta_k - \vartheta_0$. Then, the derivative of $\hat{\theta}_{ke}$ along (8) as follows:

$$
\dot{\hat{\theta}}_{ke} = -\chi_k
$$

Let $\theta_e = [\theta_{(M+1)e}, \ldots, \theta_{Ne}]^T \in \mathbb{R}^{N-M}$ and $\theta_e = [\theta_{(M+1)e}, \ldots, \theta_{Ne}]^T \in \mathbb{R}^{N-M}$ be a global and local path coordination error vectors, respectively. Then, it yields that $\theta_e = \mathcal{H} \theta_e$, where $\mathcal{H} = L_0 + A_0$ with $A_0 = \text{diag}(a_{(M+1)e}, \ldots, a_{Ne})$ being a leader adjacency matrix.

Substituting (19) into (18), the error dynamics of $p_{ie}$ and $\hat{\theta}_{ke}$ are deduced as follows:

$$
\begin{align*}
\dot{p}_{ie} &= -\mu_{i1}^q [p_{ie}]^\frac{1}{2} + d_i \hat{q}_i - d_i \hat{\theta}_i \\
&+ \sum_{j \in N_{i}^e} a_{ij} \hat{q}_j - \sum_{k \in N_{i}^l} a_{ik} p_{kl}^\beta \chi_k
\end{align*}
$$

where $\hat{q}_i = \hat{\theta}_i - q_i$.

To guarantee the formation safety of under-actuated MSVs subject to static/moving obstacles, a safety-critical guidance signal is needed. Motivated by the safe set in [35] and [36], the objectives (13) and (14) are converted into ensuring the forward invariance of the corresponding safe sets, respectively. Then, the collision-free sets $C_{ij}$ and $C_{io}$ based on the position information are constructed as follows:

$$
\begin{align*}
C_{ij} &= \{ p_i \in \mathbb{R}^2 : h_{ij}(p_i) \geq 0 \} \\
C_{io} &= \{ p_i \in \mathbb{R}^2 : h_{io}(p_i) \geq 0 \}
\end{align*}
$$

where $h_{ij}(p_i)$ and $h_{io}(p_i)$ are FTCBFs to design later. Fig. 3 is used to further illustrate the principle of the collision avoidance. In the left picture, MSV will always stay in the safe zone, i.e., $p_i(t) \in C_{ij}$, $t > t_0$ if the initial state satisfies $p_i(t_0) \in C_{ij}$. When $p_i(t) \notin C_{ij}$, the safety-critical guidance signal with the FTCBF $h_{ij}(p_i)$ drives the MSV to the safe zone within finite time. It means that the MSV can avoid its neighboring MSV, i.e., the $i$th MSV is safe. The right picture is similar to the left one.

Based on the safety objective (13), the FTCBF $h_{ij}(p_i)$ is constructed to avoid collision among neighboring MSVs

$$
h_{ij}(p_i) = \|p_i - p_j\|^2 - D_i^2
$$

where $i = 1, \ldots, M$, $j \in F\setminus\{i\}$. By using (4), (6a), and (24), a collision-free velocity set $U_{ij}(q_i)$ is presented as follows:

$$
U_{ij}(q_i) := \left\{ q_i \in \mathbb{R}^2 : L_f h_{ij}(p_i) + L_g h_{ij}(p_i) q_i + \beta_{ij} [h_{ij}(p_i)]^\beta_i \geq 0 \right\}
$$

where $L_f h_{ij}(p_i)$ and $L_g h_{ij}(p_i)$ represent the Lie derivatives of $h_{ij}(p_i)$ along the dynamics (6a). $\beta_{ij} \in \mathbb{R}^+$ and $\beta_i \in \{0, 1\}$ are designed constants.

Similarly, based on the safety objective (14), a collision-free set $U_{io}(q_i)$ is developed to avoid the static/moving obstacles

$$
U_{io}(q_i) := \left\{ q_i \in \mathbb{R}^2 : L_f h_{io}(p_i) + L_g h_{io}(p_i) q_i + \beta_{io} [h_{io}(p_i)]^\beta_o \geq 0 \right\}
$$

where $h_{io}(p_i) = \|p_i - p_o\|^2 - (D_o + \rho_o)^2$, $i = 1, \ldots, M$, $o = 1, \ldots, N_0$, $L_f h_{io}(p_i)$ and $L_g h_{io}(p_i)$ are Lie derivatives of
used to solve (27) as follows:

\[
q_i^* = \arg \min_{q_i \in \mathbb{R}^2} J^i_q(q_i) = \|q_i - q_{ic}\|^2
\]

s.t. \( q_i \in U_h(q_i) \), \( q_i \in U_{th}(q_i) \)

\[
\|q_i\| \leq \sqrt{u_{\text{max}}^2 + v_{\text{max}}^2}
\]

with \( i = 1, \ldots, M \) and \( j \in \mathbb{N} \setminus \{i\} \).

The quadratic optimization problem in (27) is a typical multi-constraint optimization problem, which is able to be solved by the dynamic optimization technique [44]. To enhance real-time implementations, the following one-layer RNN is used to solve (27) as follows:

\[
\epsilon_1 \dot{q}_i = -\nabla J^i_q(q_i) - \frac{1}{\tau_i} \sum_{k=1}^{d_i+\mu_i+1} \Delta \max \{0, \xi_i(k_i)\}
\]

where \( \epsilon_1 \in \mathbb{R}^+ \) and \( \tau_i \in \mathbb{R}^+ \) present a convergent time constant and a penalty parameter, respectively. \( \xi_i(k_i) = -L_{ki} h_i(p_i) q_i - L_{hi} h_i(p_i) - \epsilon_1 \| h_i(p_i) \| h_i, \ k = 1, \ldots, d_i \), \( \xi_\Delta = -L_{\Delta h_i} h_i(p_i) q_i - L_{h_{\Delta i}} h_i(p_i) - \epsilon_\Delta \| h_i(p_i) \| h_i, \ k = d_i + 1, \ldots, d_i + \mu_i \), and \( \Delta \max \{0, \xi_i(k_i)\} \) is an exact penalty function expressed as

\[
\Delta \max \{0, \xi_i(k_i)\} = \begin{cases} \nabla \xi_i(k_i), & \text{for } \xi_i(k_i) > 0 \\ 0, & \text{for } \xi_i(k_i) = 0 \\ 2q_i, & \text{for } \xi_i(k_i) < 0 \end{cases}
\]

with \([0, 1]\) is a set-valued map with image in the scope \([0, 1]\).

**Remark 2:** For the quadratic optimization in (27), the number of safety constraints \( U_h \) and \( U_{th} \) increases proportionally with the number of vehicles and obstacles involved, which may result that the collision avoidance becomes much more complicated. But the model complexity of the proposed RNN (28) only depends on the control inputs without considering the number of constraints. Therefore, the proposed dynamic optimization method is reasonable and feasible.

**Remark 3:** The predefined performance function [11], artificial potential function [13], model predictive control [16], and self-motion [45] are common collision avoidance techniques, and usually incorporated in the control law. Compared with these strategies, the proposed FTCBFP-based method converts safety objectives into guidance constraints, which are independent of the control law. Besides, it is capable of degrading the tracking performance less when the collision avoidance behavior occurs by solving the constrained optimization problem.

### C. Finite-Time Control Law

The last section developed a distributed finite-time safety-critical guidance law for under-actuated MSVs. This section design a finite-time control law at the kinetic level.

By using the optimal guidance signal from (28), the desired heading angle \( \psi_{ig} \) is calculated as follows:

\[
\psi_{ig} = \text{atan}2(q_i^{x_{ic}}, q_i^{y_{ic}})
\]

where \( \text{atan}2(\cdot, \cdot) \) is an arctangent function defined as the angle in the Euclidean plane expect \((0, 0)\).

Define a heading tracking error \( \hat{\psi}_{ie} = \psi_i - \psi_{ig} \) and take its time derivative as follows:

\[
\dot{\hat{\psi}}_{ie} = r_i - \dot{\psi}_{ig}.
\]

To stabilize \( \hat{\psi}_{ie} \), a finite-time virtual control law is developed as follows:

\[
r_{ig} = -\mu_{ig} \hat{\psi}_{ie}^2 + \psi_{ig}
\]

Then, the optimal yaw rate \( r_i^* \) under the constraint (7a) is solved by the following quadratic optimization:

\[
r_i^* = \arg \min_{r_i \in \mathbb{R}} J^i_r(r_i) = (r_i - r_{ig})^2
\]

s.t. \( r_{min} \leq r_i \leq r_{max} \)

where \( r_{max} = \max(\min|\dot{\psi}_{ig}|, r_{max}) \).

Define the velocity tracking error \( \dot{\hat{\theta}}_{ie} = [\hat{q}_{ie}^T, \dot{r}_{ie}]^T \) with \( \hat{q}_{ie} = q_i - q_{ic} \) and \( \dot{r}_{ie} = r_i - r_{ic}^* \). Then, it gets the derivatives of \( \dot{\hat{\theta}}_{ie} \) along (15) as

\[
\dot{\hat{\theta}}_{ie} = -\mu_{ie} \hat{\psi}_{ie} \dot{\hat{\theta}}_{ie}^2 + \hat{\psi}_{ie} + \tau_{ic} + \dot{\tau}_{ic} - \dot{\theta}_i^*
\]

where \( \tau_{ic} = \tau_{ib} - \tau_{ic} \) and \( \dot{\theta}_i^* = [\hat{q}_{ic}^T, \dot{r}_{ic}]^T \) with \( \tau_{ic} \in \mathbb{R}^3 \) being a nominal kinetic control input.

To stabilize the error dynamics in (34), a nominal finite-time kinetic control law is developed by using the estimated disturbance from the RED-based FTSO

\[
\tau_{ic} = -\mu_{ic} \dot{\hat{\theta}}_{ie}^2 - \hat{\theta}_i^* - \hat{\tau}_{ib} - [d \dot{p}_{ie}^T, \psi_{ie}]^T
\]

where \( \mu_{ic} = \text{diag}[\mu_{ic}^x, \mu_{ic}^y, \mu_{ic}^z] \) with \( \mu_{ic}^x, \mu_{ic}^y, \mu_{ic}^z \in \mathbb{R}^+ \).

To acquire the optimal control inputs under input constraints (7b), a quadratic optimization is applied as follows:

\[
\tau_{ib}^* = \arg \min_{\tau_{ib} \in \mathbb{R}^3} J^i_l(\tau_{ib}) = (\|\tau_{ib} - \tau_{ic}\|^2)
\]

s.t. \( m_i^u \| \tau_{ib}^q \| \leq \tau_{max}^u \)

\[
\tau_{min} \leq \tau_{ib} \leq \tau_{max}
\]

where \( \tau_{ib}^* = [(\tau_{ib}^x)^T, (\tau_{ib}^y)^T, (\tau_{ib}^z)^T] \) and \( \tau_{ic} = [(\tau_{ic}^x)^T, (\tau_{ic}^y)^T, (\tau_{ic}^z)^T] \). As a result, the optimal surge force and yaw moment are deduced as follows:

\[
\begin{aligned}
\tau_{ib}^q &= m_i^u (\tau_{ib}^{x_{ic}} \cos \psi_i + \tau_{ib}^{y_{ic}} \sin \psi_i) \\
\tau_{ib}^r &= m_i^r \tau_{ib}^{y_{ic}}
\end{aligned}
\]
Substituting (35) into (34), one has
\[
\dot{\theta}_{ie} = -\mu_{ie} \left[ \dot{\theta}_{ie} \right]^{\frac{1}{2}} - \mu_{ie} L_i^2 \left[ \dot{q}_{ie} \right]^{\frac{1}{2}} - \dot{\theta}_{ie}^* + \tau_{ie}^* - \left[ d_{\psi_{ie}}^{T} \right]^T \dot{\eta}_{ie}.
\]

IV. STABILITY AND SAFETY ANALYSIS

In the last section, the output-feedback finite-time safety-critical coordinated control method is proposed. In this section, the stability of the closed-loop system is analyzed, and the safety of the multi-MSV system is proved.

A. Finite-Time Safety Analysis

At first, the following lemma gives the finite-time convergence of the neurodynamic optimization (28).

Lemma 2 [44]: For a sufficiently small $t_i$, the neuronal state $q_i$ in the RNN (28) can rapidly converge to the optimal guidance signal $q_i^*$ within finite time and hold there in future.

The following lemma shows that the multi-MSV system is safe by using the optimal safety-critical guidance signal $q_i^*$.

Lemma 3: For under-actuated MSVs with dynamics (7), the formation safety of the multi-MSV system is able to be ensured if the velocity signal $q_i$ of underactuated MSVs satisfies all collision-free constraints $U_{ij}(q_i), j \in \mathcal{N}^F \setminus \{i\}$ and $U_{ii}(q_i), o = 1, \ldots, N_o$.

Proof: According to Lemma 2, the velocity signal $q_i$ can converge to the optimal safety-critical guidance velocity $q_i^*$ within finite time while satisfying all collision-free constraints. From Lemma 1, the optimal signal $q_i^*$ is able to guarantee that the sets $C_{ij}$ and $C_{io}$ are forward invariant for the initial state $p_i(t_0) \in C_{ij} \cap C_{io}$, i.e., $C_{ij}$ and $C_{io}$ are safe sets. If $p_i(t_0) \notin C_{ij} \cup C_{io}$, the optimal guidance signal $q_i^*$ drives the MSV to the safe zone within a finite time $t_1$, i.e., $p_i(t) \in C_{ij} \cap C_{io}$ for $t > t_1$. It implies that $C_{ij}$ and $C_{io}$ are forward invariant for $p_i(t) \in C_{ij} \cap C_{io}$, $t > t_1$. Thus, the optimal safety-critical guidance signals can ensure the safety of the multi-MSV system.

B. Closed-Loop Subsystem Analysis

Recall the error dynamics as follows:
\[
\begin{align*}
\dot{p}_{ie} &= -\mu_{ie} \left[ p_{ie} \right]^{\frac{1}{2}} + d_{\dot{p}_{ie}} + \sum_{j \in \mathcal{N}^F} a_{ij} \dot{q}_{ij} \\
\dot{\psi}_{ie} &= -\mu_{ie} \left[ \psi_{ie} \right]^{\frac{1}{2}} + \dot{\rho}_{ie} + \dot{\phi}_{ie} \\
\dot{\phi}_{ie} &= -\mu_{ie} \left[ \phi_{ie} \right]^{\frac{1}{2}} - \mu_{ie} L_i^2 \left[ \dot{q}_{ie} \right]^{\frac{1}{2}} - \dot{\phi}_{ie}^* + \tau_{ie}^* - \left[ d_{\phi_{ie}}^{T} \right]^T \dot{\eta}_{ie} \\
\dot{\theta}_{ie} &= -\chi_k.
\end{align*}
\]

Taking the time derivative of $V_2$ with (39), it yields that
\[
\dot{V}_2 = \sum_{i=1}^{M} \left\{-\mu_{ie}^q \left[ p_{ie} \right]^{\frac{1}{2}} - d_{p_{ie}} + \sum_{j \in \mathcal{N}^F} a_{ij} \dot{q}_{ij} \right\} - \mu_{ie} \left[ \dot{q}_{ie} \right]^{\frac{1}{2}} - \dot{\theta}_{ie}^* + \tau_{ie}^* - \left[ d_{\psi_{ie}}^{T} \right]^T \dot{\eta}_{ie}.
\]

Substituting (20) into (40), one has
\[
\dot{V}_2 = \sum_{i=1}^{M} \left\{-\mu_{ie}^q \left[ p_{ie} \right]^{\frac{1}{2}} - d_{p_{ie}} + \sum_{j \in \mathcal{N}^F} a_{ij} \dot{q}_{ij} \right\} - \mu_{ie} \left[ \dot{q}_{ie} \right]^{\frac{1}{2}} - \dot{\theta}_{ie}^* + \tau_{ie}^* - \left[ d_{\psi_{ie}}^{T} \right]^T \dot{\eta}_{ie}.
\]

Letting $\mu_{ie} = \min_{i=1, \ldots, M} \{ \mu_{ie}^q, \mu_{ie}^q, \mu_{ie}^r, \mu_{ie}^\phi \}$, we rewrite $\dot{V}_2$ as follows:
\[
\dot{V}_2 \leq \sum_{i=1}^{M} \left\{-\mu_{ie} \left[ p_{ie} \right]^{\frac{1}{2}} + d_{\psi_{ie}} + \sum_{j \in \mathcal{N}^F} a_{ij} \dot{q}_{ij} \right\} - \mu_{ie} \left[ \dot{q}_{ie} \right]^{\frac{1}{2}} - \dot{\theta}_{ie}^* + \tau_{ie}^* - \left[ d_{\psi_{ie}}^{T} \right]^T \dot{\eta}_{ie}.
\]

with $\sigma_i = \sum_{j \in \mathcal{N}^F} a_{ij} - d_i$.

By Lemma 2, the derivatives of $\dot{\phi}_{ie}^*$ and $\dot{\theta}_{ie}^*$ are bounded and satisfied with $\left\| \dot{\phi}_{ie}^* \right\| \leq \dot{\phi}_{ie}^* \in \mathbb{R}^+$ and $\left\| \dot{\theta}_{ie}^* \right\| \leq \dot{\theta}_{ie}^* \in \mathbb{R}^+$. Limited by the actuator power of a practical MSV, it is obvious that the control input errors $\tau_{ie}^*$ and $\tau_{ie}^*$ satisfy $\left\| \tau_{ie}^\ast \right\| \leq \tau_{ie}^\ast \in \mathbb{R}^+$.
and \( \tau_{(2)}^{r,c} \leq \tilde{\tau}_e \in \mathbb{R}^+ \). Using \( \|\tilde{p}_e\| \leq \tilde{n}_i, \|\tilde{q}_i\| \leq \tilde{n}_i, \|\tilde{r}_e\| \leq \tilde{n}_i \), and \( \|\tilde{r}_e\| \leq \tilde{n}_i \), \( \dot{V}_2 \) is further deduced as follows:

\[
\dot{V}_2 \leq \sum_{i=1}^{M} \left\{ -\mu_{(2)} \left( \|p_{ie}\|^2 + \|q_{ie}\|^2 + \|\varphi_{ie}\|^2 + \|\psi_{ie}\|^2 \right) \\
+ \tilde{n}_i |\sigma| \|p_{ie}\| + \|\tilde{q}_{ie}\| \left( \mu_{(2)} L_i^2 \tilde{n}_i^3 + \tilde{q}_i^* + \tilde{r}_e^r \right) \\
+ \tilde{n}_i |\varphi| |\psi_{ie}| + \|\tilde{r}_{ie}\| \left( \mu_{(2)} L_i^2 \tilde{n}_i^3 + \tilde{q}_i^* + \tilde{r}_e^r \right) \right\} \\
- \sum_{k=M+1}^{N} \mu_{k,e}^3 \frac{1}{k}.
\]

(43)

Rewrite (43) as follows:

\[
\dot{V}_2 \leq \sum_{i=1}^{M} \left\{ -\mu_{(2)} \left( \|p_{ie}\|^2 + \|q_{ie}\|^2 + \|\varphi_{ie}\|^2 + \|\psi_{ie}\|^2 \right) \\
+ \tilde{n}_i (\|p_{ie}\| + \|\tilde{q}_{ie}\| + \|\varphi_{ie}\| + \|\psi_{ie}\|) \right\} - \sum_{k=M+1}^{N} \mu_{k,e}^3 \frac{1}{k}.
\]

(44)

where \( \xi_i = \max\{\xi_{i1}, \xi_{i2}, \xi_{i3}, \xi_{i4}\} \), with \( \xi_{i1} = \tilde{n}_i |\sigma| \), \( \xi_{i2} = \mu_{(2)} L_i^2 \tilde{n}_i^3 + \tilde{q}_i^* + \tilde{r}_e^r \), \( \xi_{i3} = \tilde{n}_i |\varphi| |\psi_{ie}| \), and \( \xi_{i4} = \mu_{(2)} L_i^2 \tilde{n}_i^3 + \tilde{q}_i^* + \tilde{r}_e^r \).

Define the vector \( E' = [p_{T_e}, q_{T_e}, \varphi_{T_e}, \psi_{T_e}, e_{T_e}^T] \) with \( p_{T_e} = [p_{T_e}, \ldots, p_{T_M}]^T, q_{T_e} = [q_{T_e}, \ldots, q_{T_M}]^T, \varphi_{T_e} = [\varphi_{T_e}, \ldots, \varphi_{T_M}]^T, \psi_{T_e} = [\psi_{T_e}, \ldots, \psi_{T_M}]^T, \) and \( e_{T_e} = [e_{M+1}, \ldots, e_{N}]^T \), and \( E = [p_{T_e}^T, q_{T_e}^T, \varphi_{T_e}^T, \psi_{T_e}^T, e_{T_e}^T] \). Then, one has \( \dot{V}_2 \leq -c_1 \|E\|^{(3/2)} + \|\tilde{E}\| \), where \( c_1 = \min_{i=1, \ldots, M, k=M+1, \ldots, N} \frac{\mu_{(2)} \mu_{k,e}^3}{k} \) and \( \tilde{E} = \max_{i=1, \ldots, M} \{\xi_i\} \).

Applying the change \( E' = \Psi E \) with

\[
\Psi = \begin{bmatrix}
I_N \otimes I_2 & 0 & 0 & 0 & 0 \\
0 & I_N \otimes I_2 & 0 & 0 & 0 \\
0 & 0 & I_N \otimes I_2 & 0 & 0 \\
0 & 0 & 0 & I_N \otimes I_2 & 0 \\
0 & 0 & 0 & 0 & -\mathcal{H}
\end{bmatrix}
\]

and \( \|E'\| \geq \lambda_{\min}(\Psi) \|E\| \), it renders that

\[
\dot{V}_2 \leq -c_2 \lambda_{\min}(\Psi) \|E\|^2 + \|\tilde{E}\| \|E\|,
\]

(45)

where \( \lambda_{\min}(\Psi) \) is the minimum singular value of \( \Psi \).

For \( \|E\|^{(1/2)} \geq \frac{1}{\left|c_1 \lambda_{\min}(\Psi) \right|} \), we have \( \dot{V}_2 \leq -c_2 \|E\|^{(3/4)} \), where \( c_2 = \left( c_1 \lambda_{\min}(\Psi) - \frac{1}{\|E\|^{(1/2)}} \right) \left|c_3 \lambda_{\min}(\Psi) \right| \) with \( c_3 = \max\{1, \lambda_{\max}(\mathcal{H})\} \). According to [46, Lemma 1], \( E \) converges to the region \( \|E\|^{(1/2)} \leq \frac{1}{\|E\|^{(1/2)}} \left( c_1 \lambda_{\min}(\Psi) \right) \) within a finite time \( T \), satisfying \( T \leq 4V_2^{(1/4)} / c_2 \). In conclusion, the tracking error \( E \) of the total closed-loop system converges to \( \|E\| \leq \|\tilde{E}\| / c_2 \lambda_{\min}(\Psi) \) in \( T \). 

Remark 4: It is seen that the error \( \|E\| \) will increase as the number of individuals in the multi-MSV formation. And the upper bound of the error \( \|E\| \) is reflected by the communication topology. But the information of all vehicles is not needed in the controller design. Thus, the proposed method is still distributed.

C. Stability and Safety Analysis

This section analyzes the stability of the closed-loop system and the safety of the multi-MSV system and provides the following theorem.

Theorem 1: Consider a formation of multiple under-actuated MSVs with model (5), velocity constraints (7a), and input constraints (7b). Under Assumptions 1 and 2, the multi-MSV system is safety-critical by using the RED-based FTSO (15), the distributed finite-time safety-critical guidance law (28), and the finite-time control law (36), i.e., there is no collision among neighboring MSVs and between MSVs and static/moving obstacles. And error signals of the total closed-loop system are uniformly ultimately bounded.

Proof: Letting \( p = [p_1^T, \ldots, p_M^T]^T \) and \( p_r = [p_{(M+1)}^T, \ldots, p_N^T]^T \), one has \( p = (L_1 \otimes I_2) p + (L_2 \otimes I_2) p_r = (L_1 \otimes I_2) p + (L_2 \otimes I_2) \). Further, it deviates that \( \|p\| \leq \|p_r\| / \lambda_{\min}(L_1) \). From Assumption 1 and Lemma 4, the errors \( p_r \) and \( \theta_r \) are bounded. It means that there exist positive constant \( \delta_1 \) and \( \delta_2 \) such that the geometric objective (10) and the dynamic objective (12), respectively. Then, it gets that the error \( \chi_k \) is bounded. Thus, it infers that there exists a positive constant \( \delta_1 \) and the dynamic objective (11) is achieved. By Lemmas 2 and 3, it is proved that the constraints (27), (33), and (36), are satisfied by using the optimal signals \( \theta_f^r \) and \( r_{d,0}^r \). It shows that the closed-loop multi-MSV system is safety-critical without violating the velocity and input constraints, i.e., safety objectives (13) and (14) are achieved.

V. Simulation Results

This section gives simulation results for an application example to demonstate the effectiveness of the proposed output-feedback finite-time safety-critical coordinated control method. As shown in Fig. 4, three under-actuated MSVs, labeled as 1~3, perform tasks guided by two virtual leaders, labeled as 4, 5, and one super leader labeled as 0, and sail on waters with multiple static/moving obstacles, such as
reefs, isolated islands, and sailing ships. Then, one obstructive MSV named as o, three static and one dynamic obstacles named as 1–4 are set in this simulation. In addition, Fig. 4 also describes the communication topology between MSVs and leaders.

According to [47], we select the vehicle model as $M_i = \text{diag}(25.8, 33.8, 2.76)$, $D_i = \text{diag}(0.7225 + 1.3274|u_i| + 5.8664|v_i|^2, 0.88965 + 36.47287|v_i| + 0.805|r_i|, 1.90 - 0.08|v_i| + 0.75|r_i|)$

$$C_i = \begin{bmatrix} 0 & 0 & -33.8v_i - 1.0948r_i \\ 0 & 0 & -25.8u_i \\ 33.8v_i + 1.0948r_i & 25.8u_i & 0 \end{bmatrix}.$$ 

The external disturbance $\tau_{iw}$ is generated via the Gauss–Markov process $\tau_{iw} + k_i\tau_{iw} = w_i$, where $k_i \in \mathbb{R}^+$ is a constant, and $w_i$ represents the white noises [48]. The two virtual leaders move along the parameterized paths $p_{\delta_4}(\theta_4) = [40 - 45\sqrt{2}\sin(\upsilon_i\theta_4/45 + \pi/8), 40 - 45\sqrt{2}\cos(\upsilon_i\theta_4/45 + \pi/8)]^T$ and $p_{\delta_5}(\theta_5) = [40 - 20\sqrt{2}\sin(\upsilon_i\theta_5/45 + \pi/8), 40 - 20\sqrt{2}\cos(\upsilon_i\theta_5/45 + \pi/8)]^T$ with $\theta_4(0) = \theta_5(0) = 0$ and $\dot{\theta}_4 = \dot{\theta}_5 = 0$. To be clear, two tables summarize all parameters used in this simulation. Concretely, Table I lists the initial status of three MSVs, one obstructive MSV, three static, and one moving obstacle. Table II provides the relative parameters of the proposed distributed path maneuvering method based on FTCBF (DPM-FTCBF). To further illustrate the efficacy and superiority of the DPM-FTCBF method, we employ two comparison methods, i.e., the distributed path maneuvering (DPM) method in [39], and the DPM method based on potential function (DPM-PF) in [15].

Figs. 5–14 shows the simulation results. Specifically, Fig. 5 depicts the geometric pattern of three under-actuated MSVs guided by two virtual leaders based on the DPM-FTCBF method. It is seen that these MSVs achieve the desired formation shown in the topology in Fig. 4, while avoiding three static obstacles of different sizes. In order to observe in more detail, Fig. 6 draws the four snapshots of 3 MSVs during 0–60 s, 80–160 s, 235–285 s, and 330–420 s. For $t \in (0, 60)$, MSV2 and MSV3 move away from each other at the intersection with no collision. For $t \in (80, 160)$, MSV1 and MSV2 bypass the Obstacle1 while maintaining the formation with MSV3. For $t \in (235, 285)$, three MSVs avoid the moving Obstacle4 after dodging the static Obstacle2. For $t \in (330, 420)$, MSV2 and MSV3 move towards their corresponding convex hulls while bypassing Obstacle3. According to four snapshots in Fig. 6, it shows that the safety objectives (13) and (14) are satisfied by using the DPM-FTCBF method. Fig. 7 draws the Euclidean norm of the distributed tracking error $e_{l:\ell}$ in (17) based on the DPM, DPM-FTCBF, and DPM-PF methods, respectively. The errors $\|p_{\ell:\ell}\|$, $\|p_{2e}\|$, and $\|p_{3e}\|$ based on the DPM method converge to the neighborhood of the origin and do not change afterwards. Due to collision avoidance involved in the DPM-PF and DPM-FTCBF methods, $\|p_{\ell:\ell}\|$, $\|p_{2e}\|$, and $\|p_{3e}\|$ start to increase when collision avoidance is in effect, and reconverge to the neighborhood

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>INITIAL STATUS OF THE MSVs AND STATIC/MOVING OBSTACLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = 1, 2, 3, o$</td>
<td>MSV1</td>
</tr>
<tr>
<td>$[p_i^x, p_i^y, q_i^\psi]$</td>
<td>$[35.15, 0, 0]$, $[40.0, 0.0]$, $[40.10, 0.0]$</td>
</tr>
<tr>
<td>$\omega_i$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

| TABLE II | ALL PARAMETERS OF THE DPM-FTCBF METHOD |
|---|---|---|---|---|
| Symbol | $\mu_{\ell:\ell}$ | $\mu_{l:\ell}$ | $\mu_{\ell:\ell}$ | $\mu_{l:\ell}$ |
| Value | 3.5 | 4.6 | 1.1 | 2 |
| Symbol | $\mu_{e_l}$ | $\mu_{e_s}$ | $\omega_{e_l}$ | $\omega_{e_s}$ |
| Value | 3.5 | 4.6 | 1.1 | 2 |
| Symbol | $e_i, D_s, D_o, u_i, u_{i_{\max}}, v_{i_{\max}}, r_{i_{\max}}$ |
| Value | 0.6 | 1.2 | 2 | 0.5 | 0.5 | 1 |
| Symbol | $u_{i_{\min}}, v_{i_{\min}}, r_{i_{\max}}, \sigma_{i_{\max}}$ |
| Value | 0.5 | 4 | 2 | 0.5 | 0.8 | 0.2 | 0.5 |

Fig. 5. Formation trajectories of 1–3 MSVs guided by 2 virtual leaders.

Fig. 6. Four snapshots of multi-MSV formation based on the DPM-FTCBF method.
Fig. 7. Earth-fixed distributed tracking errors of MSVs based on the DPM, DPM-FTCBF, and DPM-PF methods.

Fig. 8. FTCBFs among MSVs based on the DPM, DPM-FTCBF, and DPM-PF methods. Of the origin when collision avoidance ends. It can be seen that the DPM-FTCBF-based errors are smaller than that based on the DPM method at steady state. For $t \in (80, 160]$, avoiding the Obstacle1 with the proposed DPM-FTCBF method is capable of less increasing the tracking errors compared with the DPM-PF method, i.e., declining the tracking performance less when collision avoidance. To further explain, Figs. 8 and 9 plot the FTCBFs $h_{ij}$ and $h_{io}$ defined by (24) and (26) based on the three methods. From the definitions of $h_{ij}$ and $h_{io}$, the non-negative $h_{ij}$ and $h_{io}$ mean the safety objectives (13) and (14) are accomplished. In the third subfigure of Fig. 8, the DPM-based $h_{23}$ from positive to negative means that MSVs 2∼3 collide before converging to convex hulls. In this case, the functions $h_{23}$ with the DPM-PF and DPM-FTCBF methods are always non-negative, which also verifies the first snapshot in Fig. 6. According to the DPM-based $h_{1a}$, MSV3 will hit the MSVa. Two other methods can ensure the safety of MSV3.

Fig. 9. FTCBFs between MSVs and static/moving obstacles based on the DPM, DPM-FTCBF, and DPM-PF methods.

Fig. 10. Earth-fixed velocity signals of MSV1 based on the DPM, DPM-FTCBF, and DPM-PF methods.

Fig. 11. Earth-fixed tracking errors of MSVs based on the DPM, DPM-FTCBF, and DPM-PF methods.

According to the dot line $h_{24}$, the DPM-PF method may fail when both dynamic and static obstacles exist. The DPM-FTCBF method is able to guarantee the critical safety of all MSVs from Figs. 8 and 9. Fig. 10 presents the actual velocities of MSV1 guided by the DPM, DPM-FTCBF, and DPM-PF methods and the estimated values from the FTSO (15). It can be obtained that only the DPM-FTCBF method can force the velocity signals to satisfy the set constraints (7a). Fig. 11 displays the estimated performances for the total disturbances composed of the model uncertainties and environmental disturbances from the FTSO and the ESO. It is found that the FTSO can estimate the disturbance term faster and more accurately. Figs. 12 and 13 draw the surge forces and yaw moments of MSV 1∼3, respectively, where the input constraints (7b) are not violated by using the DPM-FTCBF method. Fig. 13 shows that different bounds affect the convergence speed of tracking errors but not the tracking accuracy in steady state.
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Fig. 11. Earth-fixed total disturbances of MSV1 based on the FTSO and the ESO.

Fig. 12. Surge force of MSVs based on the DPM, DPM-FTCBF, and DPM-PF methods.

VI. CONCLUSION

This article proposes an output-feedback finite-time safety-critical coordinated control method for path-guided under-actuated MSVs subject to the static/moving obstacles. Each MSV is also faced with model uncertainties, environmental disturbances, and velocity and input constraints. First, an RED-based FTSO is developed to recovery the unknown velocities and estimate the total disturbances. Next, based on the FTCBFs and neurodynamic optimization technique, a distributed finite-time safety-critical guidance law is designed for under-actuated MSVs by using the estimated information. Then, the tracking errors of the closed-loop system are proved to be uniformly ultimately bounded, and the multi-MSV system is guaranteed to be safety-critical. Simulation results show that the proposed method can achieve the coordinated formation of MSVs and ensure no collisions among neighboring MSVs and between MSVs and static/moving obstacles.
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